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At the end of current decade, Exascale supercomputers are expected to comprise hundreds of
thousands of heterogeneous compute nodes linked by complex networks. Such extreme
computing system will be capable to compute one ExaFlops calculation per second, which is
thousands-fold increase in current Petascale system. A prominent level of computation for
exascale system have some effective limitations such as energy consumption approximately
twenty to thirty MW, time of delivery about two thousand twenty , number of cores around
one hundred million and budget more or less two hundred million dollars. In order to achieve
targeted Exascale computing system under these strict constraints, a key element of the
strategy is the co-design of applications, architectures and programming environments at both
hardware (including low-power techniques on all levels) and software level (for the entire
software stack, including programming models, operating systems, compilers, applications

and algorithms).



Existing technologies are facing several substantial challenges to approach such extreme
computing system. The major challenge for Exascale computing system is that such system

does not exist yet.

In current study, we proposed a novel adaptive hybrid programing (AHP) model for emerging
Exascale computing systems that is capable to deal both homogenous & heterogeneous
architectures. AHP model contained several loosely coupled parallel programming models at
multiple levels where MPI play a vital role in each one for distributing processing. The
suggested model attains massive performance by processing data over inter-node, intra-node
and GPUs. In addition, we implemented AHP model in different HPC applications and
measured fundamental metrics including performance and power consumption. Furthermore,
these metrics were also evaluated from several existing model and compared with AHP.
Consequently, the proposed AHP model can be considered as an initiative model for future

Exascale computing systems.



